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Abstract—In order to stem the increasing packet loss rates caused bandwidth. Recent measurements have shown that the
by an exponential increase in network traffic, thelETF has been growing demand for network bandwidth has driven loss
considering the deployment'of active queue management techn?quesrates up across various links in the Internet [28]. In order
such asRED [14]. While active queue management can potentially . .
reduce packet loss rates in the Internet, we show that current tech- to Stem_ th.e |ncreas!ng packet IOSS_ rates Ca.used bY an ex-
niques are ineffective in preventing high loss rates. The inherent Ponential increase in network traffic, thetr is consid-
problem with these queue management algorithms is that they use ering the deployment of explicit congestion notification
queue lengths as the indicator of the severity of congestion. In light (ECN) [12' 30, 31] a|0ng with active queue management
of this obsgwatlon,afundame.ntallydlfferen.t active qgueue manage- techniques such ase® (Random Early Detection) [3,
ment algorithm, called BLUE, is proposed, implemented and eval- . . . .
uated. BLUE uses packet loss and link idle events to manage con- 14]' While ECNis necessary for e“mmatmg packet loss
gestion. Using both simulation and controlled experimentsBLue  in the Internet [9], we show thate#, even when used in

is shown to perform significantly better than ReD both in terms of  conjunction withecN, is ineffective in preventing packet
packet loss rates and buffer size requirements in the network. As |ggg.

an extension toBLUE, a novel technique based on Bloom filters [2] o . .
is described for enforcing faimess among a large number of flows. ~ 1he basic idea behind & queue management is to

In particular, we propose and evaluate Stochastic FaiBLUE (sFe), detect incipient congestiosarly and to convey conges-
a queue management algorithm which can identify and rate-limit tjion notification to the end-hosts, allowing them to re-
non-responsive flows using a very small amount of state informa- y,,ca thejr transmission rates before queues in the network
ton- overflow and packets are dropped. To do thispRnain-
tains an exponentially-weighted moving average of the
I. INTRODUCTION gueue length which it uses to detect congestion. When
. I ) the average queue length exceeds a minimum threshold
It is important to av0|d.h|gh packet loss fates in th ning,), packets are randomly dropped or marked with
Inter_net._ When a packet is dropped before it reqches tﬁ explicit congestion notificatiorEEN) bit. When the
destination, all of the resources it h.as (':ons.umed in tranﬁ\'}erage queue length exceeds a maximum threshold, all
are Was_ted. In extreme cases, t_hls situation can lead te?ckets are dropped or marked.
congestion collapse [19]. Improving the congestion con- . i ) .
trol and queue management algorithms in the Internet had/Vhile RED is certainly an improvement over tradi-
been one of the most active areas of research in the pidpal drop-tail queues, it has several shortcomings. One
few years. While a number of proposed enhancemekthe fundamental problems W|t_hE® and other active
have made their way into actual implementations, connefé€Ue management techniques is that they rely on queue
tions still experience high packet loss rates. Loss rates §89th as an estimator of congestionWhile the pres-
especially high during times of heavy congestion, when8{!C€ Of a persistent queue indicates congestion, its length

large number of connections compete for scarce netwd#i¥es Very little information as to the severity of conges-
tion, thatis, the number of competing connections sharing
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bution that queue lengths directly relate to the number ofay be dropped as the senders continue transmission at a
active sources and thus the true level of congestion. Urate that the network cannot supporteiRalleviates this
fortunately, packet interarrival times across network linksroblem by detecting incipient congestiearly and de-
are decidedly non-Poisson. Packet interarrivals from indivering congestion notification to the end-hosts, allowing
vidual sources are driven lycp dynamics and source in-them to reduce their transmission rates before queue over-
terarrivals themselves are heavy-tailed in nature [21, 28pw occurs. In order to be effective, &R queue must be
This makes placing queue length at the heart of an amnfigured with a sufficient amount of buffer space to ac-
tive queue management scheme dubious. Since #e Rcommodate an applied load greater than the link capacity
algorithm relies on queue lengths, it has an inherent prdipem the instant in time that congestion is detected us-
lem in determining the severity of congestion. As aresuihg the queue length trigger, to the instant in time that
RED requires a wide range of parameters to operate ctite applied load decreases at the bottleneck link in re-
rectly under different congestion scenarios. WhilebR sponse to congestion notification ER must also ensure
can achieve an ideal operating point, it can only do gbat congestion notification is given at a rate which suf-
when it has a sufficient amount of buffer sparlis cor- ficiently suppresses the transmitting sources without un-
rectly parameterized [6, 34]. derutilizing the link. Unfortunately, when a large number
In light of the above observation, we propose a furf TCP sources are active, the aggregate traffic generated
damentally different active queue management algorithi,extremely bursty [8, 9]. Bursty traffic often defeats the
called BLUE, which uses packet loss and link utilizatiorCtive queue management techniques used iy $ince
history to manage congestion. LBE maintains a sin- dueue lengths grow and shrink rapidly, well beforetR
gle probability, which it uses to mark (or drop) packet§an react. Figure 1(a) shows a simplified pictorial exam-
when they are queued_ If the gqueue is Continua”y droBle of how ReD functions under this Congestion scenario.
ping packets due to buffer overflow,BE increments the  The congestion scenario presented in Figure 1(a) oc-
marking probability, thus increasing the rate at which turs when a large number oP sources are active and
sends back congestion notification. Conversely, if thehen a small amount of buffer space is used at the bot-
gueue becomes empty or if the link is idleL B de- tleneck link. As the figure shows, at= 1, a sufficient
creases its marking probability. Using both simulationhange in aggregatecrload (due tarcpopening its con-
and experimentation, we demonstrate the superiority géstion window) causes the transmission rates of e
BLUE to RED in reducing packet losses even when opsources to exceed the capacity of the bottleneck link. At
erating with a smaller buffer. Using mechanisms based= 2, the mismatch between load and capacity causes a
on BLUE, a novel mechanism for effectively and scalablgueue to build up at the bottleneck. At 3, the average
enforcing fairness among a large number of flows is algpieue length exceedsin;, and the congestion-control
proposed and evaluated. mechanisms are triggered. At this point, congestion noti-
The rest of the paper is organized as follows. Sectionf|fation is sent back to the end hosts at a rate dependent
gives a description of Bo and shows why it is ineffective 0N the queue length and marking probability.z,,. At
at managing congestion. Section Il describesBand ¢ = 4, the Tcp receivers either detect packet loss or ob-
provides a detailed analysis and evaluation of its perfo¥erve packets with thezCN bits set. In response, dupli-
mance based on simulation as well as controlled expef@te acknowlegdements andfarr-based=Cn signals are
ments. Section IV describes and evaluates Stochastic FiPt back to the sources. At= 5, the duplicate acknowl-
BLUE (SFB), an algorithm based ontB/E which scalably €gements and/@cN signals make their way back to the
enforces fairness amongst a large number of connectiofi@urces to signal congestion. At= 6, the sources finally
Section V comparesFBto other approaches which haveletect congestion and adjust their transmission rates. Fi-
been proposed to enforce fairess amongst connectio?dlly: att = 7, a decrease in offered load at the bottleneck

Finally, Section VI concludes with a discussion of futurénk is observed. Note that it has taken fram= 1 until
work. t = 7 before the offered load becomes less than the link’s

capacity. Depending upon the aggressiveness of the ag-
gregatercp sources [8, 9] and the amount of buffer space
available in the bottleneck link, a large amount of packet

One of the biggest problems withcP's congestion loss and/or deterministieCN marking may occur. Such
control algorithm over drop-tail queues is that sources rbehavior leads to eventual underutilization of the bottle-
duce their transmission rates only after detecting packeck link.

loss due to qgueue overflow. Since a considerable amounbne way to solve this prob'em isto use a |arge amount

of time may elapse between the packet drop at the roufithuffer space at the B gateways. For example, it has
and its detection at the source, a large number of packets

II. BACKGROUND



Sending rate increases above L Mbs
, DupAcks/ECN travel back

Sending rate > L Mbs Queue increases Sending rate > L Mbs Queue increases some more
Sending rate > L Mbs Queue increases some more Sending rate < L Mbs Queue increases some more

EWMA increases to trigger RED Sources detect loss)ECN  Queue overflows, max_th triggered
Sending rate > L. Mbs Queue increases some more Sending rate < L Mbs Queue clears but period of

Sinks generate DupAcks or ECN Sustained packet loss underutilization imminent due to

and ECN observed sustained packet loss and ECN

Fig. 1. RED example

below the clearing rate. While# can achieve this ideal
@ ° e @ operating point, it can do so only when it has a sufficiently
large amount of buffer space and is correctly parameter-
ized.
Sending rate = L Mbs -j]j]j] Sinks generate DupAcks or ECN
Queue drops and/or ECN-marks exactly I1l. BLUE
the correct amount of packets to keep
sending rate of sources at L Mbs

In order to remedy the shortcomings oER we pro-
pose, implement, and evaluate a fundamentally differ-
ent queue management algorithm calleduB. Using

. both simulation and experimentation, we show that B
been suggested that in order foE®Rto work well, an : :

: 7 : vercomes many of Bd’'s shortcomings. RD has been
intermediate router requires buffer space that amounts 10

twice the bandwidth-delay product [34]. This approach,eSIgned V\."th the objective FO (1) minimize pa.cke't loss
. . ; and queueing delay, (2) avoid global synchronization of
in fact, has been taken by an increasingly large number

. : sources, (3) maintain high link utilization, and (4) remove
of router vendors. Unfortunately, in networks with Iarg%i ses against bursty sources. This section shows how

ndwidth-del r ts, th f lar mount ) . ;
bandwidth-delay products, the use of large amounts %LUE either improves or matchesgR’s performance in

Fig. 2. Ideal scenario

buffer adds considerable end-to-end delay and delay jit-
. ) . . y clay Ja | of these aspects. The results also show thateBcon-
ter. This severely impairs the ability to run interactive ap- . . . -
I - verges to the ideal operating point shown in Figure 1(b)
plications. In addition, the abundance of deployed routers . .

. o . .in almost all scenarios, even when used with very small
which have limited memory resources makes this SOIUU%TJffers

undesirable.

Figure 1(b) shows how an ideal queue management g\l'- The algorithm
gorithm works. In this figure, the congested gateway de-
livers congestion notification at a rate which keeps the ag-The key idea behind BUE is to perform queue man-
gregate transmission rates of thep sources at or just agement based directly on packet loss and link utilization



100Mbs 100Mbs

Upon packet loss (aB;.,, > L) event:
if ( (now - last_update) > freezetime)
Pm = Pm + 51
last_update ;= now
Upon link idle event:
if ((now - last_update) > freezetime)
Dm = P - 02
last_update := now

Fig. 4. Network topology

Fig. 3. The B.UE algorithm

myriad of ways in whiclp,, can be managed. While the
rather than on the instantaneous or average queue lengéxperiments in this paper study a small range of parameter
This is in sharp contrast to all known active queue masettings, experiments with additional parameter settings
agement schemes which use some form of queue ocamd algorithm variations have also been performed with
pancy in their congestion management.Ug maintains the only difference being how quickly the queue manage-
a single probabilityp,,, which it uses to mark (or drop) ment algorithm adapts to the offered load. It is relatively
packets when they are enqueued. If the queue is contéimple process to configureLBE to meet the goals of
ually dropping packets due to buffer overflowm. & in- controlling congestion. The first parametfreezetime,
crementsp,,, thus increasing the rate at which it sendshould be set based on the effective round-trip times of
back congestion notification. Conversely, if the queusonnections multiplexed across the link in order to allow
becomes empty or if the link is idle, LIBE decreases any changes in the marking probability to reflect back on
its marking probability. This effectively allowsIB/E to to the end sources before additional changes are made.
“learn” the correct rate it needs to send back congesti®or long-delay paths such as satellite linkgezetime
notification. Figure 3 shows thelBE algorithm. Note should be increased to match the longer round-trip times.
that the figure also shows a variation to the algorithm ifhe second set of paramete¥sand d, are set to give
which the marking probability is updated when the queute link the ability to effectively adapt to macroscopic
length exceeds a certain value. This modification allovehanges in load across the link at the connection level.
room to be left in the queue for transient bursts and allovr links where extremely large changes in load occur
the queue to control queueing delay when the size of thbaly on the order of minutes; andd, should be set in
queue being used is large. Besides the marking probalgibnjunction withfreezetimeto allow p,,, to range from 0
ity, BLUE uses two other parameters which control howo 1 on the order of minutes. This is in contrast to current
quickly the marking probability changes over time. Thqueue length approaches where the marking and dropping
first is freezetime. This parameter determines the miniprobabilities range from 0 to 1 on the order of millisec-
mum time interval between two successive updatgs,0of onds even under constant load. Over typical links, using
This allows the changes in the marking probability to takiteezetime values betweemn0ms and500ms and setting
effect before the value is updated again. While the expesir andd, so that they allow,,, to range from 0 to 1 on
ments in this paper fikeezetimeas a constant, this valuethe order of 5 to 30 seconds will allow the.BE control
should be randomized in order to avoid global synchredgorithm to operate effectively. Note that while. B
nization [13]. The other parameters useq,gndd,), de- algorithm itself is extremely simple, it provides a signifi-
termine the amount by whigh,, is incremented when the cant performance improvement even when compared to a
queue overflows or is decremented when the link is idIRED queue which has been reasonably configured.
For the experiments in this papé, is set significantly
larger thand,. This is because link underutilization cang  packet loss rates usirRED and BLUE
occur when congestion management is either too conser-
vative or too aggressive, but packet loss occurs only whenin order to evaluate the performance afug, a num-
congestion management is too conservative. By weigltter of simulation experiments were run using [23]
ing heavily against packet loss|.BE can quickly reactto over a small network shown in Figure 4. Using this net-
a substantial increase in traffic load. Note that there arevark, Pareto on/off sources with mean on-times of 2 sec-



Configuration\ Wy \ the figure. In all experiments, the link remains 09219%

R1 0.0002 utilized. As Figure 5(a) shows, with 1000 connections,
R2 0.002 BLUE maintains zero loss rates over all queue sizes even
R3 0.02 those which are below the bandwidth-delay product of the
R4 0.2 network [34]. This is in contrast to b which suffers
double-digit loss rates as the amount of buffer space de-
TABLE | creases. An interesting point in th&RIloss graph shown
RED CONFIGURATIONS in Figure 5(a) is that it shows a significant dip in loss rates
at a buffering delay of arourtDms. This occurs because
Conﬁguration‘ freeze_time ‘ 5 ‘ 5o of a special operating point of B when the average
Bl 10ms 0.0025] 0.00025 queue .Iength §tays gbovegxth all the time. At sev-
B2 100ms 0.0025 | 0.00025 _eral points during this particular experiment, the buffer-
B3 10ms 0.02 0.002 ing delay and offered load match up perfectly to cause the
' ' average queue length to stay at or abowex;;,. In this
B4 100ms 0.02 0.002 operating region, the Bb queue marks every packet, but

TABLE II the offered load is aggressive enough to keep the queue
full. This essentially allows RD to behave at times like
BLUE with a marking probability of 1 and a queueing
delay equivalent tonaxs,. This unique state of opera-
onds and mean off-times of 3 seconds were run frotion is immediately disrupted by any changes in the load
one of the leftmost nodes:, n1,n2,n3,n4) to one of or round-trip times, however. When the buffering delay
the rightmost nodesng, ng, n7, ng, ng). In addition, all is increased, the corresponding round-trip times increase
sources were enabled wittN support, were randomly and cause the aggregater behavior to be less aggres-
started within the first 1 second of simulation, and usegive. Deterministic marking on this less aggressive load
1K B packets. Packet loss statistics were then measurslises fluctuations in queue length which can increase
after 100 seconds of simulation for 100 seconds. Lopscket loss rates sinceeER undermarks packets at times.
statistics were also measured foeRusing the same net- When the buffering delay is decreased, the correspond-
work and under identical conditions. For theiRqueue, ing round-trip times decrease and cause the aggregate
ming, andmax, were set to 20% and 80% of the queudehavior to be more aggressive. As a result, packet loss
size, respectively. BD’s congestion notification mecha-is often accompanied with deterministic marking. When
nism was made as aggressive as possible by setting, combined, this leads again to fluctuations in queue length.
to 1. For these experiments, this is the ideal setting 8t a load which is perfectly selected, the average queue
maz, since it minimizes both the queueing delay ant&ngth of RED can remain atnazy, and the queue can
packet loss rates for B [9]. Given these settings, aavoid packet loss and prevent queue fluctuations by mark-
range of RED configurations are studied which vary theéng every packet. As Figure 5(b) shows, when the num-
value ofw,, the weight in the average queue length caber of connections is increased to 4000,U& still sig-
culation for ReD. It is interesting to note that as, gets nificantly outperforms Rp. Even with an order of mag-
smaller, the impact of queue length orei®s conges- nitude more buffer space,#® still cannot match BUE's
tion management algorithm gets smaller. For extremelyss rates usingj7.8ms of buffering at the bottleneck link.
small values ofv,, RED’s algorithm becomes decoupledit is interesting to note that BJE's marking probability
from the queue length and thus acts more likasB. Ta- remains at 1 throughout the duration of all of these exper-
ble | shows the configurations used foE® For the iments. Thus, even though every packet is being marked,
BLUE experiments§, andd, are set so thaf; is an or- the offered load can still cause a significant amount of
der of magnitude larger thaf3. Using these values, thepacket loss. The reason why this is the case is that the
freeze_time is then varied betweeh0ms and100ms. TCP sources being used do not invoke a retransmission
Additional simulations using a wider range of values wefiémeout upon receiving aBcN signal with a congestion
also performed and showed similar results. window of 1. Section I1I-D shows how this can signifi-
Figure 5 shows the loss rates observed over différantly influence the performance of botRand BLUE.

ent queue sizes using bothLBe and Rep with 1000 The most important consequence of usinguB is

and 4000 connections present. In these experiments, that congestion control can be performed with a mini-
gueue at the bottleneck link betweehand B is sized mal amount of buffer space. This reduces the end-to-end
from 100K B to 1000K B. This corresponds to queueingdelay over the network, which in turn, improves the ef-
delays which range from7.8ms and178ms as shown in fectiveness of the congestion control algorithm. In addi-

BLUE CONFIGURATIONS
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Fig. 5. Packet loss rates ofelR and BLUE

tion, smaller buffering requirements allow more memorgbility of RED, as shown in Figure 7(b), fluctuates con-
to be allocated to high priority packets [5, 16], and freesiderably as well. In contrast, Figure 8 shows the mark-
up memory for other router functions such as storing largeg probability of BLUE. As the figure shows, the mark-
routing tables. Finally, BUE allows legacy routers to per-ing probability converges to a value that results in a rate

form well even with limited memory resources. of congestion notification which prevents packet loss and
keeps link utilization high throughout the experiment. In
C. Understandind3LUE fact, the only situation where \IR/E cannot prevent sus-

tained packet loss is when every packet is being marked,

To fully understand the difference between thetR pyt the offered load still overwhelms the bottleneck link.
and BLUE algorithms, Figure 6 compares their queugs described earlier, this occurs at= 60s when the
length plots in an additional experiment using fcon-  hymper of sources is increased to 800. The reason why
figuration of BLUE and theR2 configuration of BD. In packet loss still occurs when every packet év-marked
this experiment, a workload of infinite sources is changgghat for these sets of experiments, tre implementa-
by increasing the number of connections by 200 every 28, used does not invoke an RTO whengrN signal is
seconds. As Figure 6(a) showsgRsustains continual recejved with a congestion window of 1. This adversely
packet loss throughout the experiment. In addition, gkects the performance of botheR and BLUE in this
lower loads, periods of packet loss are often followed té/xperiment. Note that the comparison of marking proba-
periods of underutilization as deterministic packet marksjjities between Rp and BLUE gives some insight as to
ing and dropping eventually causes too many sourcesygy to make RD perform better. By placing a low pass
reduce their transmission rates. In contrast, as Figure 6fhr on the calculated marking probability oER, it may

shows, since BUE manages its marking rate more intely possible for RD's marking mechanism to behave in a

ligently, the queue length plot is more stable. Congesti¢Ranner similar to BUE’s.
notification is given at a rate which neither causes periodsWhile low packet loss rates, low queueing delays, and
of sustained packet loss nor periods of continual underuﬁii-gh link utilization are extrerrylely important, the qu’eue
lization. Only when the offered load rises to 800 conne\i- '

. . N ength and marking probability plots allow us to explore
tions, does BUE sustain a significant amount of packe ) : .
loss he effectiveness of Bb and BLUE in preventing global

synchronization and in removing biases against bursty

Figure 7 plots the average queue lengfh.() and the goyrces. RD attempts to avoid global synchronization
marking probability (—*-—) of RED throughout the ,y randomizing its marking decision and by spacing out
experiment. The average queue length abRontributes its marking. Unfortunately, when aggregatep load
directly to its marking probability singe, is a linear func- changes dramatically as it does when a large amount of
tion of Qqve (P = max, X %). As shown in connections are present, it becomes impossible fop R
Figure 7(a), the average queue length &oRluctuates to achieve this goal. As Figure 7(b) shows, the mark-
considerably as it follows the fluctuations of the instantarg probability of RED changes considerably over very

neous queue length. Because of this, the marking prathort periods of time. Thus, #® fails to mark pack-
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or ’ ets evenly over time and hence cannot remove synchro-
09 r ] nization among sources. As Figure 8 shows, the marking
08 | . probability of BLUE remains steady. As a resultLBE
07 L i marks packets randomly and evenly over time. Conse-
0 | ] qguently, it does a better job in avoiding global synchro-
nization.
05 1
0al 1 Another goal of D is to eliminate biases against
' bursty sources in the network. This is done by limiting the
031 ] queue occupancy so that there is always room left in the
02 ] gueue to buffer transient bursts. In addition, the marking
01+ 8 function of ReD takes into account the last packet mark-
0.0 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ing time in its calculations in order to reduce the probabil-
00 100 200 300 Tiii'czs) 500 600 700 800 ity that consecutive packets belonging to the same burst

Fig. 8. Marking behavior of BUE (py,)

are marked. Using a single marking probability, (B
achieves the same goal equally well. As the queue length
plot of BLUE shows (Figure 6), the queue occupancy re-
mains below the actual capacity, thus allowing room for a



burst of packets. In addition, since the marking probabil-
ity remains smooth over large time scales, the probability

that two consecutive packets from a smoothly transmit- isomie s 200 M4 M3

ting source are marked is the same as with two consecu-
tive packets from a bursty source. 100Mbs 100Mbs 1oves
D. The effect oECN timeouts

All of the previous experiments usepP sources which s 100 MH/125 MB 200 MY M iR
supportecN, but do not perform a retransmission timeout
upon receipt of afECN signal with a congestion window
of 1. This has a significant, negative impact on the packet
loss rates observed for botteR and BLUE especially at
high loads. Figure 9 shows the queue length plot BbR

Fig. 12. Experimental testbed

use ofECN timeouts allows RD to reduce the amount of
.y ing th L in Section Il acket loss in comparison to Figure 5. However, because
an UE using the same experiments as in Section llip. often deterministically marks packets, it suffers from

B, but with TCP sources enable_d _W'mCN “meo‘_“s- FIg- hoor link utilization unless correctly parameterized. The
ure 9(a) shows that by deterministically marking paCkeF%ure shows that only an extremely small valuewof
atmax,,, RED oscillates between periods of packet Iossn:

and periods of underutilization as described in Section

Note that this is in contrast to Figure 6(a) where W'théffectively decouples congestion management from the

Out ECN t|meo_uts,Tcp IS aggressive enqu_gh to k_eep th%]ueue length calculation makingeR queue management
gueue occupied when the load is sufficiently high. ABehave more like BUE

interesting point to make is thate® can effectively pre-
vent packet loss by setting itsax,;, value sufficiently far
below the size of the queue. In this experiment, a smgl
amount of loss occurs since deterministicN marking | order to evaluate BUE in a more realistic setting, it

does not happen in time to prevent packet loss. While thgg peen implemented in FreeBSD 2.2.7 using ALTQ [4].
use ofECN timeouts allows RD to avoid packet loss, the | this implementationEcN uses two bits of the type-
deterministic marking eventually causes underutilizatiogf_seryice (ToS) field in the IP header [31]. Whenu&:
at the bottleneck link. Figure 9(b) shows the queue lengfacides that a packet must be dropped or marked, it exam-
plot of BLUE over the same experiment. In contrast t¢hes one of the two bits to determine if the flowdsN-
RED, BLUE avoids deterministic marking and maintain%apame_ If it is notEcN-capable, the packet is simply
a marking probability that allows it to achieve high "”kdropped. If the flow isECN-capable, the other bit is set
utilization while avoiding sustained packet loss over aljhq used as a signal to thep receiver that congestion
workloads. has occurred. Th&cp receiver, upon receiving this sig-
Figure 10 shows the corresponding marking behavioal, modifies thercp header of the return acknowledg-
of both RED and BLUE in the experiment. As the fig- ment using a currently unused bit in tmep flags field.
ure shows, BUE maintains a steady marking rate whictUpon receipt of arcp segment with this bit set, thecp
changes as the workload is changed. On the other hasédnder invokes congestion-control mechanisms as if it had
RED’s calculated marking probability fluctuates from Qletected a packet loss.
to 1 throughout the experiment. When the queue is fully Using this implementation, several experiments were
occupied, D overmarks and drops packets causing @n on the testbed shown in Figure 12. Each network node
subsequent period of underutilization as described in Sggyq link is labeled with the CPU model and link band-
tion Il. Conversely, when the queue is emptgdunder- igth, respectively. Note that all links are shared Ethernet
marks packets causing a subsequent period of high packgdments. Hence, the acknowledgments on the reverse
loss as the offered load increases well beyond the linksth collide and interfere with data packets on the for-
capacity. ward path. As the figure shows, FreeBSD-based routers
Figure 11 shows howcN timeouts impact the perfor- using either RD or BLUE queue management on their
mance of D and BLUE. The figure shows the loss rateutgoing interfaces are used to connect the Ethernet and
and link utilization using the 1000 and 4000 connectioRast Ethernet segments. In order to generate load on the
experiments in Section IlI-B. As the figure shows,lEe  system, a variable number oétperf  [26] sessions are
maintains low packet loss rates and high link utilizatiorun from thelBM PC 360and theWinbook XLto thelBM
across all experiments. The figure also shows that tRE€ 365and theThinkpad 770 The router queue on the

onfiguration?1) allows RED to approach the perfor-
ance of BUE. As described earlier, a small, value

Implementation
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congested Ethernet interface of thntellistation Zprois packet loss rate measures the ratio of the number of pack-
sized atb0 K B which corresponds to a queueing delay ofts dropped at the queue and the total number of packets
about40ms. For the experiments with £, a configura- received at the queue. In each experiment, throughput and
tion with aminy, of 10K B, amax, of 40K B, amax, packetloss rates were measured over five 10-second inter-
of 1, and aw, of 0.002 was used. For the experimentsals and then averaged. Note that tfe® sources used in
with BLUE, ad; of 0.01, ads 0of 0.001 and afreeze_time the experiment do not implementN timeouts. As Fig-

of 50ms was used. To ensure that the queue managemare 13(a) shows, both theLBE queue and the optimally
modifications did not create a bottleneck in the router, tlenfigured D queue maintain relatively high levels of
testbed was reconfigured exclusively with Fast Etherrigtroughput across all loads. However, sinaediperiodi-
segments and a number of experiments between netwoghly allows the link to become underutilized, its through-
endpoints were run using theLBE modifications on the put remains slightly below that of lBJE. As Figure 13(b)
intermediate routers. In all of the experiments, the sushows, ReD sustains increasingly high packet loss as the
tained throughput was always above 80 Mbps. number of connections is increased. Since aggregaite

Figures 13(a) and (b) show the throughput and pacgé@ffic becomes more aggressive as the number of con-
loss rates at the bottleneck link across a range of workections increases, it becomes difficult foEmto main-
loads. The throughput measures the rate at which packi@é low loss rates. Fluctuations in queue lengths occur
are forwarded through the congested interface while t§@ abruptly that the Rb algorithm oscillates between pe-
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riods of sustained marking and packet loss to periods Bf. UE maintains relatively small packet loss rates across
minimal marking and link underutilization. In contrastall loads. At higher loads, when packet loss is observed,
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BLUE maintains a marking probability which is approxi-
mately 1, causing it to mark every packet it forwards.

IV. STOCHASTIC FAIR BLUE

Up until recently, the Internet has mainly relied on the
cooperative nature ofcp congestion control in order to
limit packet loss and fairly share network resources. In
creasingly, however, new applications are being deploye
which do not usercp congestion control and are not re-
sponsive to the congestion signals given by the network.
Such applications are potentially dangerous because they
drive up the packet loss rates in the network and can eve
tually cause congestion collapse [19, 28]. In order to ad
dress the problem of non-responsive flows, a lot of work
has been done to provide routers with mechanisms fg
protecting against them [7, 22, 27]. The idea behind theg
approaches is to detect non-responsive flows and to Iimﬂ'

=N

—~ (U =

their rates so that they do not impact the performance
responsive flows. This section describes and evaluat
Stochastic FaiBLUE (SFB), a novel technique based on
Bloom filters [2] for protectingrcp flows against non-
responsive flows. Based on the & algorithm. SFBis

S

Bll][n]: Allocate L x N array of bins
(L levels,N bins per level)

enque()

Calculate hashéeisy, hy,...,hr_1;
Update bins at each level
fori=0toL —1
if (Bli][hi].qlen > bin_size)
Drop packet;
else if (B[i][h;].qlen == 0)
B[Z] [hi]~pm_ = A
Pmin = min(B[O] [hO]'pma

B[L] [hL]~pm);

if (pmin == 1)
ratelimit()

else
Mark/drop with probabilityp,,,;n;

highly scalable and enforces fairness using an extremely
small amount of state and a small amount of buffer spacé.
A. The algorithm Fig. 14. sFealgorithm
Figure 14 shows the baséeB algorithm. sFBis aFIFO "o " "2 "L
gueueing algorithm that identifies and rate-limits non- OC] C]

responsive flows based on accounting mechanisms Sim-~orepone
ilar to those used with BUE. SFB maintainsN x L ac- B
counting bins. The bins are organizedlidevels with NV
bins in each level. In additiorsFB maintains () inde-
pendent hash functions, each associated with one level of
the accounting bins. Each hash function maps a flow, via
its connection ID(Source address, Destination address,
Source port, Destination port, Protocointo one of the Pin=02
N accounting bins in that level. The accounting bins are
used to keep track of queue occupancy statistics of pack-
ets belonging to a particular bin. This is in contrast to
Stochastic Fair Queueing [243Q) where the hash func- hins with non-responsive flows, however, unless the num-
tion maps flows into separate queues. Each biBAB per of non-responsive flows is extremely large compared
keeps a marking/dropping probabilify,, as in BLUE, {0 the number of bins, a responsive flow is likely to be
which is updated based on bin occupancy. As a packf{shed into at least one bin that is not polluted with non-
arrives at the queue, it is hashed into one ofAhkins in  responsive flows and thus has a normal value. The
each of thel levels. If the number of packets mapped t@ecision to mark a packet is based pg;,, the mini-
a bin goes above a certain threshold (i.e., the size of thgm 5, . value of all bins to which the flow is mapped
bin), p,,, for the bin is increased. If the number of packetgg. |f p,,.,,, is 1, the packet is identified as belonging
drops to zerop, is decreased. to a non-responsive flow and is then rate-limited. Note
The observation which drivesFB is that a non- that this approach is akin to applying a Bloom filter on
responsive flow quickly drives,, to 1 in all of theL bins the incoming flows. In this case, the dictionary of mes-
it is hashed into. Responsive flows may share one or twages or words is learned on the fly and consists of the

min "~
|P=10

wJ O

Fig. 15. Example ofFB

O
J
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IP headers of the non-responsive flows which are multi- In the experiments, 40@CcP sources and one non-
plexed across the link [2]. When a non-responsive flow igsponsive, constant rate source are run for 100 seconds
identified using these techniques, a number of options drem randomly selected nodes ing n1, n2, n3, n4) to
available to limit the transmission rate of the flow. In thisandomly selected nodes ing, ng, n7, ng, ng). In one
paper, flows identified as being non-responsive are siexperiment, the non-responsive flow transmits at a rate of
ply limited to a fixed amount of bandwidth. This policy is2 Mbps while in the other, it transmits at a ratel6\/ bs.
enforced by limiting the rate of packet enqueues for flowEable 11l shows the packet loss observed in both experi-
with p,.. values of 1. Figure 15 shows an example ahents forsFe. As the table shows, for both experiments,
how sFB works. As the figure shows, a non-responsivers performs extremely well. The non-responsive flow
flow drives up the marking probabilities of all of the binsees almost all of the packet loss as it is rate-limited to a
it is mapped into. While th&cp flow shown in the figure fixed amount of the link bandwidth. In addition, the table
may map into the same bin as the non-responsive flowsdtows that in both cases, a very small amount of packets
a particular level, it maps into normal bins at other levelétom Tcp flows are lost. Table Il also shows the perfor-
Because of this, the minimum marking probability of thenance of RD. In contrast tosFB, RED allows the non-
Tcpflow is below 1.0 and thus, itis not identified as beingesponsive flow to maintain a throughput relatively close
non-responsive. On the other hand, since the minimumits original sending rate. As a result, the remairiag
marking probability of the non-responsive flow is 1.0, isources see a considerable amount of packet loss which
is identified as being non-responsive and rate-limited. causes their performance to deterioraB=RED on the

Note that just as BUE's marking probability can be other hand, does slightly better at limiting the rate of the
used insFB to provide protection against non-responsivBon-responsive flow, however, it cannot fully protect the
flows, it is also possible to apply AdaptiveeR's maz, TCPSoUrces from packet loss since it has a difficult time
parameter [9] to do the same. In this case, a per_k;#ﬁcerning non-responsive flows from moderate levels of
maz, value is kept and updated according to the behagongestion. Finally, the experiments were repeated using
ior of flows which map into the bin. As with Bo, how- SFQ with an equivalent number of bins (i.e., 46 distinct
ever, there are two problems which make this approaBHeues) and a buffer more than twice the sizet(< B),
ineffective. The first is the fact that a large amount dfaking each queue equally sizedal 5. For each binin
buffer space is required in order to getRto perform theSFQ the RED algorithm was applied within,;, and
well. The second is that the performance ofeoRbased Mz Values set &K B andSK B, respectively. As the
scheme is limited since even a moderate amount of cdﬁb|? showssFQwith RED does an adgquate job of pro-
gestion requires auaz,, setting of 1. Thus, RD, used in tectingTcpflows from the non-responsive flow. However,
this manner, has an extremely difficult time distinguisH this case, partitioning the buffers into such small sizes
ing between a non-responsive flow and moderate levéRUSes a significant amount of packet loss to occur due
of congestion. In order to compare approaches, Stoch¥&RED'S inability to operate properly with small buffers.

tic Fair RED (SFRED) was also implemented by applyingAdditional experiments show that as the amount of buffer
the same techniques used &#Bto RED. space is decreased even further, the problem is exacer-

bated and the amount of packet loss increases consider-
ably.

To qualitatively examine the impact that the non-

USingnS , thesFB algorithm was simulated in the Saersponsive flow has omcp performancey Figure 16(a)
network as in Figure 4 with the transmission delay Qfjots the throughput of all 406cP flows usingsFBwhen
all of the links set tolOms. The sFB queue is config- the non-responsive flow sends ati@\/bs rate. As the
ured with200K B of buffer space and maintains two hasfigure showssrs allows eachrcp flow to maintain close
functions each mapping to 23 bins. The size of each binii$ 3 fair share of the bottleneck link's bandwidth while the
set to 13, approximately 50% more thgn of the avail- non-responsive flow is rate-limited to well below its trans-
able buffer space. Note that by allocating more tlglgn mission rate. In contrast, Figure 16(b) shows the same
of the buffer space to each bisFs effectively “over- experiment using normal # queue management. The
books” the buffer in an attempt to improve statistical mulfigure shows that the throughput of altp flows suffers
tiplexing. Notice that even with overbooking, the size ofonsiderably as the non-responsive flow is allowed to grab
each bin is quite small. SinceLBE performs extremely a large fraction of the bottleneck link bandwidth. Fig-
well under constrained memory resourcssp can still ure 16(c) shows that whilsFRED does succeed in rate-
effectively maximize network efficiency. The queue idimiting the non-responsive flow, it also manages to drop
also configured to rate-limit non-responsive flows to 0.1& significant amount of packets froncp flows. This is
Mbps. due to the fact that the lack of buffer space and the in-

B. Evaluation
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effectiveness ofnax, combine to caussFREDto per- few TCPflows are able to grab a disproportionate amount
form poorly as described in Section IV-A. Finally, Fig-of the bandwidth while many of the flows receive signif-
ure 16(d) shows that whilsFrQwith RED can effectively icantly less than a fair share of the bandwidth across the
rate-limit the non-responsive flows, the partitioning olink. In addition to this,sFQwith RED allows— of the
buffer space causes the fairness between flows to deteo flows to be mapped into the same queue as the non-
riorate as well. The large amount of packet loss inducessponsive flow. Flows that are unlucky enough to map
a large number of retransmission timeouts across a siifito this bin receive an extremely small amount of the link
set of flows which causes significant amounts of unfaibandwidth. sFB, in contrast, is able to protect all of the

Fig. 16. Bandwidth ofrcpflows (@5M bs non-responsive flow)

ness [25]. Thus, through the course of the experimentrap flows in this experiment.
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C. Limitations ofsFB

While it is clear that the basisFB algorithm can pro-
tect Tcp-friendly flows from non-responsive flows with-
out maintaining per-flow state, it is important to under-
stand how it works and its limitationssrs effectively
usesL levels with N bins in each level to creat¥ ~ vir-
tual buckets. This allowsFBto effectively identify a sin-
gle non-responsive flow in av’” flow aggregate using
O(L = N) amount of state. For example, in the previous
section, using two levels with 23 bins per level effectively 02 - ]
creates 529 buckets. Since there are only 400 flows in the //
experiment,SFB is able to accurately identify and rate- B ‘ ‘ ‘ ‘ ‘ ‘
limit a single non-responsive flow without impacting the 0 100 200 300 400 500 €00 700 800 900

L. Number of Non-Responsive Flows
performance of any of the individualcp flows. As the
number of non-responsive flows increases, the number of  Fig. 17. Probability of misclassification using 900 bins
bins which become “polluted” or haye,, values of 1 in-
creases. Consequently, the probability that a responsive 030
flow gets hashed into bins which are all polluted, and thus
becomes misclassified, increases. Clearly, misclassifica- o025 | [\on-responsive Flows Throughput= 021 Mbs |

[
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Probability of Misclassification
N

tion limits the ability ofsFB to protect well-behavedcpr o .

flows. - 020 [ ° o .
Using simple probabilistic analysis, Equation (1) gives % AT e L0 Teeeee ;’0 .

a closed-form expression of the probability that a well- £ 015 - % ,°04300038588%5,%8 0 o 202 g

behaved Tcp flow gets misclassified as being non- ¢ FIR IS Q?;;o;;o};g%i%iq;og%zbiwg

responsive as a function of number of levely),(the ~ F 010 S “ai’ o 7§ 870 o %M g po % |

number of bins per levelX), and the number of non-
responsive/malicious flows\{), respectively. 0.05 ]
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Flow Number
In this expression, whe# is 1, SFB behaves much like Fig. 18. Bandwidth ofcpflows usingsFewith 8 non-responsive flows
SFQ The key difference is thatrFs using one level is still
aFIFo queueing discipline with a shared buffer whileQ
has separate per-bin queues and partitions the availatifecation extremely low. However, as the number of non-

buffer space amongst them. responsive flows increases past half the number of bins
Using the result from Equation (1), it is possible to opPresent, the single levedrs queue affords the smallest
timize the performance afFB givena priori information probability of misclassification. This is due to the fact that
about its operating environment. Suppose the numberWpen the bins are distributed across multiple levels, each
simultaneously active non-responsive flows can be edten-responsive flow pollutes a larger number of bins. For
mated (/) and the amount of memory available for us€x@mple, using a single levelrs queue with 90 bins,
in the sFB algorithm is fixed (). Then, by minimizing & single non-responsive flow pollutes only one bin. Us-
the probability function in Equation (1) with the addi-ing a two-levelsFB queue with each level containing 45
tional boundary condition that x N = C, sFBcan be bins, the number of effective bins is 485 (2025). How-
tuned for optimal performance. To demonstrate this, tif¥er, a single non-responsive flow pollutes two bins (one
probability for misclassification across a variety of seff€r level). Thus, the advantage gained by the two-level
tings is evaluated. Figure 17 shows the probability ¢¥~B queue is lost when additional non-responsive flows
misclassifying a flow when the total number of bins i§€ added, as a larger fraction of bins become polluted
fixed at 900. In this figures, the number of levels used fPmpared to the single-level situation.
SFB along with the number of non-responsive flows are In order to evaluate the performance degradation of
varied. As the figures show, when the number of nosFBas the number of non-responsive flows increases, Fig-
responsive flows is small compared to the number of binge 18 shows the bandwidth plot of the 400p flows
the use of multiple levels keeps the probability of misclasvhen 8 non-responsive flows are present. In these exper-

0%0 30%° o
|
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iments, each non-responsive flow transmits at a rate width.

5Mbs. As Equation (1) predicts, in asFB configuration  \whjle the moving hash functions improve fairness
that contains two levels of 23 bins,96% (36) of theTCP  4¢ross flows in the experiment, it is interesting to note
flows are misclassified when 8 non-responsive flows aigat every time the hash function is changed and the bins
present. When the number of non-responsive flows agre reset, non-responsive flows are temporarily placed on
proachesV, the performance céF8 deteriorates quickly «narole”. That is, non-responsive flows are given the ben-
as an increasing number of bins at each level becom&g of the doubt and are no longer rate-limited. Only after
polluted. In the case of 8 non-responsive flows, approgese flows cause sustained packet loss, are they identi-
imately 6 bins or one-fourth of the bins in each level argeq and rate-limited again. Unfortunately, this can po-
polluted. As the figure shows, the number of misclassiantially allow such flows to grab much more than their
fied flows matches the model quite closely. Note that evegir share of bandwidth over time. For example, as Fig-
though a larger number of flows are misclassified as thgg 19(a) shows, non-responsive flows are allowed to con-
number of non-responsive flows increases, the probabildy;mes 851755 of the bottleneck link. One way to solve

of misclassification in a two-levedrB still remains below g problem is to use two sets of bins. As one set of
that of srQor a single-levebFs. Using the same numberpins js being used for queue management, a second set of
of bins (46), the equation predicts tre#Qand a single- pins ysing the next set of hash functions can be warmed
level sFB misclassify16.12% of the TcP flows (64) when up. In this case, any time a flow is classified as non-

8 non-responsive are present. responsive, it is hashed using the second set of hash func-
tions and the marking probabilities of the corresponding
D. srBwith moving hash functions bins in the warmup set are updated. When the hash func-

. . . . tions are switched, the bins which have been warmed up
In this section, two basic problems with tseB algo- :
are then used. Consequently, non-responsive flows are

rithm are addressed. The first, as described above, 'Srzta?e-limited right from the beginning. Figure 19(b) shows

mitigate the effects of misclassification. The second is Eﬂe performance of this approach. As the figure shows

be able to detect when non-responsive flows become {fe double buffered moving hash effectively controls the

sponsive and to reclassify them when they do. bandwidth of the non-responsive flows and affords the
The idea behindFs with moving hash functions is to tcp flows a very high level of protection. Note that one
periodically or randomly reset the bins and change thg the advantages of the moving hash function is that it
hash functions. A non-responsive flow will continuallycan quickly react to non-responsive flows which become
be identified and rate-limited regardless of the hash fungcpfriendly. In this case, changing the hash bins places
tion used. However, by changing the hash function, reghe newly reformed flow out on parole for good behavior.
sponsivercp flows that happen to map into polluted bingnly after the flow resumes transmitting at a high rate,
will potentially be remapped into at least one unpolluted it again rate-limited. Additional experiments show that

bin. Note that this technique effectively creates virtuahis algorithm allows for quick adaptation to flow behav-
bins across time just as the multiple levels of bins in thgy [11].

original algorithm creates virtual bins across space. In
many ways the effect of using moving hash functions is
analogous to channel hopping in CDMA [18, 33] systems.
It essentially reduces the likelihood of a responsive con-
nection being continually penalized due to erroneous as-

signment into polluted bins. The Rep with penalty box approach takes advantage
To show the effectiveness of this approach, the ided the fact that high bandwidth flows see proportionally
of moving hash functions was applied to the experimefdrger amounts of packet loss. By keeping a finite log of
in Figure 18(b). In this experiment, 8 non-responsivieecent packet loss events, this algorithm identifies flows
flows along with 400 responsive flows share the bottlevhich are non-responsive based on the log [7]. Flows
neck link. To protect against continual misclassificationyhich are identified as being non-responsive are then rate-
the hash function is changed every two seconds. Fignited using a mechanism such as class-based queue-
ure 19(a) shows the bandwidth plot of the experiment. Asg [15]. While this approach may be viable under certain
the figure showssFBs performs fairly well. While flows circumstances, it is unclear how the algorithm performs
are sometimes misclassified causing a degradation in parthe face of a large number of non-responsive flows.
formance, none of thecpr-friendly flows are shut out due Unless the packet loss log is large, a single set of high
to misclassification. This is in contrast to Figure 18 whergandwidth flows can potentially dominate the loss log and
a significant number afcp flows receive very little band- allow other, non-responsive flows to go through without

V. COMPARISONS TOOTHER APPROACHES

RED with Penalty Box
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Fig. 19. Bandwidth ofrcp flows using modifiedsFB algorithms

rate-limitation. In addition, flows which are classified asven smallesFB queue can be used.
non-responsive remain in the “penalty box” even if they
subsequently become responsive to congestion. A pg- Frep
odic and explicit check is thus required to move flows out
of the penalty box. Finally, the algorithm relies omapr- Another proposal for using B> mechanisms to pro-
friendliness check in order to determine whether or neide fairness is Flow-RD (FRED) [22]. The idea behind
a flow is non-responsive. Withoatpriori knowledge of FRED is to keep state based on instantaneous queue oc-
the round-trip time of every flow being multiplexed acrossupancy of a given flow. If a flow continually occupies
the link, it is difficult to accurately determine whether oa large amount of the queue’s buffer space, it is detected
not a connection iscp-friendly. and limited to a smaller amount of the buffer space. While
this scheme provides rough fairness in many situations,
since the algorithm only keeps state for flows which have
packets queued at the bottleneck link, it requires a large
Stabilized ReD is a another approach to detecting norbuffer space to work well. Without sufficient buffer space,
responsive flows [27]. In this case, the algorithm keefssbecomes difficult for RED to detect non-responsive
a finite log of recent flows it has seen. The idea behirfthws, as they may not have enough packets continually
this is that non-responsive flows will always appear in thgueued to trigger the detection mechanism. In addition,
log multiple times and can be singled out for punishmenton-responsive flows are immediately re-classified as be-
Unfortunately, for a large number of flows, using the lashg responsive as soon as they clear their packets from the
M flows can fail to catch non-responsive flows. For incongested queue. For small queue sizes, it is quite easy to
stance, consider a single non-responsive flow sendingcahstruct a transmission pattern which exploits this prop-
a constant rate of 0.5 Mbps in an aggregate consistingeaty of FRED in order to circumvent its protection mech-
1000 flows over a bottleneck link of 100 Mbps where anisms. Note thasFB does not directly rely on queue
fair share of bandwidth is 0.1 Mbps. In order to ensurgccupancy statistics, but rather long-term packet loss and
that the non-responsive flow even shows up in theldst link utilization behaviors. Because of thisFB is bet-
flows seen)M needs to be at least 200 or 20% of the totaér suited for protectingcp flows against non-responsive
number of flows. In general, if there are a totaloflows  flows using a minimal amount of buffer space. Finally, as
and a non-responsive flow is sendingatiimes the fair with the packet loss log approachgREp also has a prob-
share M needs to be at Iea% in order to catch the flow. lem when dealing with a large number of non-responsive
The sFB algorithm, on the other hand, has the propertijows. In this situation, the ability to distinguish these
that the state scales with the number of non-responsilews from normalTcp flows deteriorates considerably
flows. To ensure detection of the non-responsive flow since the queue occupancy statistics used in the algorithm
the above situation, a statié x 3 sFBqueue which keeps become polluted. By not using packet loss as a means
state on 30 bins or 3% of the total number of flows is sufer identifying non-responsive flows,RED cannot make
ficient. With the addition of mutating hash functions, atthe distinction betweev Tcp flows multiplexed across
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a link versusN non-responsive flows multiplexed acrossately enforcing fairness amongst flows in a large aggre-

a link. gate. UsingsFB, non-responsive flows can be identified
and rate-limited using a very small amount of state.
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